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Abstract
Diagnosing Alzheimer’s disease (AD) remains a significant challenge, particularly in effec-
tively identifying individuals in the early (EMCI) and late (LMCI) stages of Mild Cognitive
Impairment (MCI) within the normal control subjects (CN). Leveraging the Alzheimer’s Dis-
ease Neuroimaging Initiative (ADNI) database and relevant datasets, our aim is to establish a
4-way framework for multi-class diagnosis. Linear Discriminant Analysis (LDA), often cou-
pled with Principal Component Analysis (PCA), has conventionally served as a method for
supervised classification. However, this paper introduces an alternative approach using Pear-
son’s correlation coefficient (PCC) instead of PCA. We integrate the optimal LDA subspace
with the PCC method, primarily to address the singularity issue that arises when dealing
with an underdetermined dataset. Our methodology comprises three main steps. Firstly, we
engage in the preprocessing of 237Diffusion Tensor andMagnetic Resonance brain images to
map brain connectivity and extract connections within and between hemispheres. Secondly,
we calculate correlation coefficients between features and classes, subsequently constructing
empirical cumulative distribution functions (ECDF). Features exceeding a predetermined
percentile in the ECDF, guaranteeing the non-singularity of the within-class variance matrix,
are subsequently chosen and assessed using a primary classifier. The top k features, linked
to the highest classification accuracy, are then mapped into the LDA space through 100 iter-
ations of five-fold Cross-Validation. Following each trial, we assess the performance of six
machine learning algorithms, selecting the Logistic Regression classifier to gauge the relia-
bility of our proposed method. As a result, we observed a significant improvement in average
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accuracy, achieving a performance of 65.46% ± 1.94%, compared to the commonly used
PCA+LDA approach, which achieved 50.71% ± 2.1%. Notably, our work achieved 100%
accuracy in diagnosing the LMCI class, surpassing other methods. Furthermore, in a separate
experiment conducted within and between hemispheres datasets, we identified connectivity
between hemispheres as a pivotal biomarker for disease diagnosis in a medical context.

Keywords Alzheimer’s disease · Diffusion Weighted Imaging (DWI) · Pearson’s
correlation coefficients · Linear discriminant analysis (LDA) · Empirical cumulative
distribution function (ECDF)

1 Introduction

The increasing proportion of the population aged over 65 has brought attention to multiple
neurodegenerative diseases, including Alzheimer’s, recognized as the most prevalent and
affecting approximately 10 percent of this demographic. This irremediable disease imposes
significant implications, both economically for the state and socially for the patient’s family
and relatives. These reasons have spurred the scientific community to dedicate substan-
tial efforts to diagnosing the disease at its various stages. Structural Magnetic Resonance
Imaging (MRI) has made significant contributions to Alzheimer’s disease (AD) diagnosis.
Notably, in [1], a hybrid classical-quantum machine learning model has effectively discrimi-
nated between demented and non-demented subjects with optimal results. Furthermore, this
modality has been a focal point in numerous studies aimed at diagnosing the prodromal stage
of the disease. For example, the combination of whole-brain T1-weightedMRIs andmachine
learning algorithms has demonstrated efficiency in discriminating between normal cognition
(NC), mild cognitive impairment (MCI), and AD classes [2, 3].

To analyze brain atrophy, mainly cortical thinning, multiple neuroimaging software tools
have been employed, utilizing a Voxel-Based Morphometry (VBM) approach for the auto-
matic quantification of volumetric changes in brain regions [4–7].

Among the various regions of interest, special attention has been dedicated to the shape of
the hippocampus due to its association with atrophy linked to disease progression. This has
spurred researchers to diligently work on the segmentation of the left and right hippocampus
[1, 8, 9].

Despite its undeniable efficiency, MRI-based approaches have exhibited two major draw-
backs. The first pertains to errors in boundary detection, which is a laborious task, and
these errors can substantially affect disease diagnosis. The second concerns its limitations in
detecting earlier stages, particularly in distinguishing the EMCI and LMCI classes.

In the last decade, another imagingmodality that has emerged is diffusion-weighted imag-
ing (DWI), a non-invasive technique used tomeasure theBrownianmotion ofwatermolecules
in brain tissues [10]. Advancements in computer-aided diagnosis systems have enabled the
integration ofDWIwith tractography algorithms to reconstruct brain connectivity. The result-
ing connectome has been applied in various ways. For instance, one study [11] demonstrated
the effectiveness of a network-based approach in predicting diagnoses for NC, MCI, and
AD, as well as classifying EMCI and LMCI. In another study [12], topological properties
associated with brain organization, such as the weighted clustering coefficient, weighted
shortest path length, and betweenness of a node, were combined with node strength and
inverse participation ratio to characterize both single and multi-subject data. These features
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were subsequently used to evaluate various machine-learning algorithms, with the support
vector machine (SVM) model demonstrating the highest performance. Interestingly, when
combined with Voxel-Based Morphometry (VBM), these topological properties have also
proven effective in a 3-way classification context. Another approach utilizing the connec-
tome is the concept of communicability in the entire brain, providing an alternative to address
the gap that arises when relying solely on shortest path-based models [13]. This graph metric
has demonstrated its robustness and has also been informative in identifying key regions
that play a crucial role in predicting the disease, when tested with various machine-learning
models.

One commonly used technique in machine learning that has demonstrated success in the
context of multi-class classification is Linear Discriminant Analysis (LDA). LDA serves
several important purposes, including dimensionality reduction and multi-class separation.
However, in cases with a high feature-to-sample ratio, LDA can encounter singularity issues
in the sample covariance matrices. Additionally, LDA’s performance tends to degrade when
applied to new, unseen data, highlighting a challenge in its ability to generalize. To address
these issues and obtain meaningful results, it is crucial to consider appropriate feature selec-
tion methods that are suitable for the current dataset. Principal Component Analysis (PCA)
has been widely used as a precursor to the LDA technique for dimensionality reduction;
however, it has demonstrated limited performance in the context of 4-way classification for
Alzheimer’s disease [14]

In the current study, we propose the use of Pearson’s correlation coefficients for fea-
ture selection as an alternative to the PCA method, preceding the application of the LDA
method for dimensionality reduction. Our research is based on DW brain images available
in the ADNI dataset, aiming to develop a robust diagnostic framework for various disease
stages. During the preprocessing phase, we constructed connectivity networks comprising
84 nodes within the entire brain using MRI and DW images. Consequently, we obtained
an 84 x 84 connectivity matrix for each patient. However, our focus was primarily on the
connectivity patterns within the left hemisphere, within the right hemisphere, and between
both hemispheres. Throughout our research, these connectivity datasets were treated as inde-
pendent entities. In the feature selection stage, we calculate Pearson correlation coefficients
to assess the relationship between features and classes. Subsequently, we construct empirical
cumulative distribution functions for each dataset. During the search for relevant features,
we experiment with different quantiles. We select corresponding percentiles to ensure the
non-singularity of the within-class scatter matrices. After identifying the k-relevant features
for each dataset using a select k-best module, we carried out a five-fold Cross-Validation
procedure over 100 trials. In each trial, the training set was fitted and then projected onto an
optimal subspace using the LDA method. Once the dataset’s dimensionality was reduced to
three modes, they were used to train and test six different classifiers to determine the learning
algorithm that provides the best results. It’s important to note that the test set was also pro-
jected onto the LDA instance specific to each trial. After identifying the optimal classifier,
we move forward to assess the performance of the proposed method. To ensure objectivity,
we applied all the aforementioned steps to the PCA+LDAmethod to achieve optimal results.
Subsequently, we conducted a comparison, utilizing a statistical test to assess the robustness
and reliability of the proposed method in comparison to the original method. Finally, a com-
parison with other methods is established, and the strengths and limitations of the proposed
method are discussed.
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2 Related works

The aim of LDA classification is to categorize observations into their respective classes using
a set of measurements or predictors. This is achieved by determining an optimal linear trans-
formation that maximizes the distinction between classes [15, 16]. As proposed by Fisher,
LDA yields optimal results when the predictors or feature vectors exhibit a multivariate
normal distribution within each class and when there is similarity in the covariance among
different group classes. However, an inspection of the brain datasets reveals non-stationary
characteristics, which, coupled with the issue of feature-to-sample ratio, can mitigate the risk
of overfitting. Therefore, previous research based on the LDA approach has placed consider-
able importance on data preprocessing steps, including feature selection and dimensionality
reduction. To address issues related to singularity and overfitting in an Electroencephalogram
(EEG)-basedDementiaDiagnosis study, the authors utilizedRegularizedLinearDiscriminant
Analysis (RLDA), also known as Shrinkage Linear Discriminant Analysis (SLDA) [17]. This
technique incorporates a regularization term into the within-class scatter matrix SW , defined
as λI, where I is the identitymatrix and λ is the regularization parameter (shrinkage intensity).
This implies that the within-group sample covariance is adjusted to a regularized matrix. To
strike a balance between reducing overfitting and preserving information in the data, the
authors determined the shrinking intensity (λ) through a cross-validation technique referred
to in the literature as CV-RLDA. Another regularization technique that aids in preventing
overfitting and facilitating automatic feature selection is the Least Absolute Shrinkage and
SelectionOperator, commonly referred to as theLASSOmethod. It has found extensive appli-
cation in the detection of Alzheimer’s disease. For example, in the context of Alzheimer’s
disease classification based on PET brain images, researchers have introduced an adaptive
Linear Discriminant Analysis (LDA) approach. This method incorporates a penalty function
that combines aspects of both Lasso (L1 norm penalty) and group Lasso (L2 norm penalty)
for variable selection [18].

For the same purpose, several other researchers have chosen to integrate the Linear Dis-
criminant Analysis (LDA) with Principal Component Analysis (PCA) method. For instance,
in a study referenced as [19], the authors initially employed a two-sample t-test to extract
features from anatomical MRI images in conjunction with Mini-Mental State Examination
(MMSE) scores. Following this feature selection process, the resulting subset was fed into the
Kernel Principal Component Analysis (KPCA) module. Within the KPCA module, the data
is projected onto the principal component coefficients within a higher-dimensional kernel
space, a step that aims to enhance linear separability. Subsequently, in the same study, LDA
methodwas applied to project the KPCA coefficients into amore effective linear discriminant
space. Finally, the researchers employed a multi-kernel Support Vector Machine (SVM) to
complete the 3-way classification task.

Due to its ability to capture the most variance within a dataset, the PCA method has also
been employed in a context involving 4-way classification [14]. In the referenced article,
multimodal data were preprocessed and subsequently scored through projection onto the
first linear discriminant analysis (LDA) vector. These scores, representing the progression
of pathology, were utilized to develop a multiclass Alzheimer’s Disease (AD) diagnosis
framework based on an extreme learning machine (ELM)-based decision tree. However, the
achieved results appear to be limited, especially in terms of accuracy, which suggests the
need for further improvement of the LDA method.
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3 Materials andmethods

Data used in the preparation of this article were obtained from the Alzheimer’s Disease
Neuroimaging Initiative (ADNI) database (https://www.adni.loni.usc.edu). The ADNI was
launched in 2003 as a public-private partnership, led by Principal Investigator Michael W.
Weiner, MD. The primary goal of ADNI has been to test whether serial magnetic reso-
nance imaging (MRI), positron emission tomography (PET), other biological markers, and
clinical and neuropsychological assessment can be combined to measure the progression of
mild cognitive impairment (MCI) and early Alzheimer’s disease (AD). The ADNI commu-
nity provides diffusion-weighted imaging (DWI) for GE MRI sessions from ADNI2 and all
MRI sessions from ADNI3. Images were deliberately chosen from various manufacturers
to guarantee the inclusion of three-dimensional (3D) T1-weighted (T1W) imaging and two-
dimensional echo planar DWI. In this study, we have thoroughly analyzed a total of 237MRI
and DWI brain images, and the accompanying clinical and demographic information for the
subjects can be found in Table 1.

3.1 Image pre-processing

The downloaded DICOM brain images are converted into NIFTI files using the Heudiconv
software and organized into structured directory layouts (ANAT,DWI) in compliancewith the
Brain Imaging Data Structure (BIDS) format. Diffusion and anatomical images are automat-
ically preprocessed using a combination of software packages, including MRTRIX3 (http://
www.mrtrix.org), FreeSurfer (http://surfer.nmr.mgh.harvard.edu/), AdvancedNormalization
Tools (ANTs) http://stnava.github.io/ANTs/), and the FMRIB Software Library (https://fsl.
fmrib.ox.ac.uk/fsl/fslwiki/). Following recent advancements in the field [4, 20], the prepro-
cessing involves multiple steps:

First, denoising is performed [21]. The b0 images are extracted from the diffusion data
acquired in the anterior-to-posterior (AP) direction. Eddy current corrections are applied to
the phase-encoding AP direction of the b0 images using the FSL command. Subsequently,
bias field correction and skull stripping are carried out using Advanced Normalization Tools
(ANTs).

Second, various basis functions are estimated for each tissue type (WM, GM, and CSF) to
conduct multi-shell multi-tissue constrained spherical deconvolution and generate an image
of fiber orientation densities (FOD) overlaid on the estimated tissues. The FODs are normal-
ized to enable inter-subject comparisons. It’s important to note that, in our experimentation,
normalization is restricted to 2-tissue (WM, CSF) for 2-shells (b=0 and b=1000) DW Images.

Table 1 Clinical and
demographic information

Class Gender Age(mean) Size

NC 1 27 M/35 F 72.25 64

EMCI2 34 M /28 F 77.78 64

LMCI3 31 M/26 F 77.51 59

AD4 22 M/26 F 74.68 51

1 NC normal control.
2 EMCI Earlier mild cognitive impairment.
3 LMCI Later mild cognitive impairment.
4 AD Alzheimer’s disease
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Third, a GM/WM boundary is created for seed analysis. This is achieved by converting
the anatomical image to MRTRIX3 format, segmenting it into five tissue categories (1=GM;
2=Subcortical GM; 3=WM; 4=CSF; 5=Pathological tissue), co-registering the averaged b0
diffusion images, and finally creating a boundary that separates greymatter fromwhitematter.

Finally, streamlines are generated using MRTRIX3’s default probabilistic tractography
approach and are subsequently refined. These streamlines are utilized to create a weighted
symmetric connectivity matrix, denoted as W (84x84), where 84 represents the number of
Regions of Interest (ROIs). These ROIs consist of 42 parcellations for each hemisphere,
which have been obtained through the recon-all command from FreeSurfer, following the
Desikan-Killiany atlas.

The elements of the connectivitymatrix, denoted asWi, j , represent the strength of connec-
tivity between nodes. This strength is determined through the normalization of the number
of fibers connecting the i th and j th nodes [22].

3.2 Feature selection

The connectivity matrix provides a description of the weighted graph [4]. Specifically, each
elementWi, j of the connectome represents the normalized weight between two nodes, where
0 ≤ Wi, j ≤ 1.

From each connectome, three sub-matrices were extracted: the first two represent inter-
connections within the left and right hemispheres, while the third pertains to connections
between hemispheres. Since these sub-matrices are symmetric, we propose removing the
upper triangle and diagonal elements and flattening the remaining part into an n-dimensional
vector (Fig. 1).

In summary, we obtained three m by n matrices, where m is the number of subjects in the
dataset, and n represents the number of sites in each triangle, determined as follows:

n =
42∑

j=0

j = j ( j + 1)

2
(1)

Where j represents the site of the element W in the upper triangle.

Flat each triangle and concatenate weighted 
connectivity between nodes for all subjects

861 sites

Conversion to
BIDS format
▪ANAT:T1W

▪DWI

Preprocessing

Parcellations

Streamlines

Freesurfer

MRTRIX3

MRTRIX3:
Create brain connectivity

Lower Triangles Extraction

Inside left hemisphere

Inside right Hemisphere

Between hemispheres

ZOOM

Example of flattened left hemisphere connectivity 
triangle for N subjects

(b)(a) (c) (d) (e)

Fig. 1 The schematic overview of the proposed method: (a) Convert downloaded brain image to BIDS format,
(b) Preprocessing of ANAT and DWI images, (c) Create the connectome, (d) Extract the weighted connectivity
inside and between hemispheres, (e) Create three matrices, representing weighted connections in left, right
and between hemispheres, by flatting triangles for each subject, then concatenating the required data of N
subjects in respect of axis 0
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3.2.1 Pearson’s correlation coefficients

In accordance with M. Grana and co-authors [23], Pearson’s correlation coefficients are
computed for each vector with respect to the class labels yi = 0, 1, 2, 3, representing nor-
mal control, EMCI, LMCI, and AD patients, respectively. The matrices described above
are treated independently in this process, and the Pearson’s correlation of the j th vector is
calculated as follows:

rv j,y =
∑n

i=0 vi, j yi − ∑n
i=0 vi, j

∑n
i=0 yi√

n
∑n

i=0 v2i, j − (
∑n

i=0 vi, j )2
√
n

∑n
i=0 y

2
i − (

∑n
i=0 yi )

2
(2)

Here, the vector Vj represents the weighted connections between nodes at the j th site
across all subjects, where Vi, j represents the value of the j th vector for the i th subject, yi
represents the class to which the i th subject belongs, and n is the total number of subjects.

After obtaining vectors that summarize the correlations between sites and classes, we
reconstruct the empirical cumulative distribution functions. Here’s how it’s done:

First, we sort the absolute correlation values. Next, we scale the x-axis from the minimum
to the maximum value with a step size of one per n. Finally, we construct the y-axis in such
a way that each point on the x-axis is associated with the ratio of the cumulative number of
immediate predecessors added by one to the set cardinality n.

As depicted in Fig. 2, we begin by randomly choosing a first percentile. Then, we select
the voxel sites whose absolute correlation values have a cumulative frequency above this
percentile. Following the formula in the next section, we compute the within-class variance
matrix and check for singularity. This procedure is repeated until a non-singular matrix is
obtained.

3.2.2 Linear discriminant analysis

Fisher Linear Discriminant Analysis (LDA) remains one of the standard methods used for
supervised classification. LDA involves the linear projection of features onto an optimal
subspace. This new space is designed to ensure maximum separation between classes and
minimum intra-class variability. To obtain the LDA features represented by the matrix W,
we must solve the generalized Rayleigh quotient:

W = argmax
W

WT SBW

WT SWW
(3)

WhereW represents the transformation matrix. The determination ofW is detailed below.
For four-class classification, the between-class and within-class scatter matrices are com-

puted using the following mathematical formula:

SB = 1

4

3∑

i=0

(μ − μi )(μ − μi )
T (4)

SW =
4∑

i=0

n∑

j=0

(xi, j − xi, j )(xi, j − xi, j )
T (5)

Where μ is the overall mean, μi is the mean of the i th class, n is the number of selected
features, xi, j is the j th sample in the i th class, and xi, j is its corresponding mean.
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Fig. 2 Flow chart resuming the proposed methodology
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The solution to the generalized Rayleigh quotient is reduced to the eigenvalue decompo-
sition, as detailed below:

SBW = λSWW (6)

Where λ is the eigenvalue. Assuming that SW is a non-singular matrix, we transpose the
within-class variance matrix, simplifying equation (6) to:

S−1
W SBW = λW (7)

Since thematrix S−1
W SB has nomore than n−1 non-zero eigenvalues, we ultimately obtain

three distinct eigenvectors.
Throughout 100 trials, a five-fold cross-validation is conducted. In each trial, the eigen-

vector matrix W, which has been previously determined, is used to transform the samples
into a new subspace. Specifically, both the Xtrain and Xtest datasets are projected onto the
three obtained modes of space W using the following formulas:

F(Xtrain) = WT · Xtrain (8)

F(Xtest ) = WT · Xtest (9)

For each partition, a new 3-D dataset is created by combining the 3D features from the
training and test sets, as determined by Equation (10):

FLDA = WT · Xtrain ∪ WT · Xtest (10)

It’s important to note that, for each trial, classification models are trained using LDA
features from the training set and then evaluated using LDA features from the test set.

In summary, The diagram illustrating the proposed methodology is presented in Fig. 2

4 Experimental results and discussion

In the conducted experimentation, we followed the chart proposed in the last section. The
initial datasets underwent preprocessing primarily due to the potential influence of extreme
values on the covariance matrix and, consequently, Pearson’s correlation coefficient. To
address this issue, we began by detecting outliers using the Isolation Forest Python module.
After identifying and removing the outliers, our analysis proceeded with 229 subjects out
of the original 237. Furthermore, the application of the LDA method assumes that the data
adheres to a normal distribution. To verify this assumption, we applied log transformation,
a widely accepted data preprocessing technique in both biomedical and statistical contexts
[24].

Following that, we computed Pearson’s correlation and class assignments. Next, we cal-
culated the empirical cumulative distribution functions of the absolute correlation values.
Subsequently, we randomly selected a percentile, and voxel sites whose absolute correlation
values exceeded this percentile were selected. We then computed the within-class variance
matrix and checked for singularity. This process was repeated iteratively until a non-singular
matrix was obtained.

The empirical selection of a percentile, followed by experimentation of the proposed
method, effectively determined a percentile of 80% for extracting relevant features. The
number of sites was reduced from n=861 to 17, representing the left hemisphere, to only six
for the right hemisphere, and to 31 features concerning the connectivity between hemispheres.
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It’s worth noting that, to enhance our results, we utilized the Select K-Best Python mod-
ule to identify the top k features associated with the highest classification accuracies when
tested with a primary classifier. As shown in Fig. 3, we found that when using the logistic
regression algorithm, 22 selected features from the between-hemispheres dataset contributed
to achieving the highest accuracy. Similarly, we selected 8 features for the left dataset and 5
features for the right dataset.

When considering the application of the LDA technique, it’s crucial to recognize that LDA
is a supervised learningmethod, and this introduces specific considerations. The conventional
approach of using an 80 to 20 training-to-testing ratio, as described in prior work [14], can
potentially lead to overfitting and impact the reliability of clinical trials. Therefore, in our
current study, we adopted a repeated five-fold Cross-Validation procedure to ensure the
robustness of our proposed method. The essence of this procedure involves dividing the
dataset into five parts, with four allocated for training and the remaining portion reserved
for validation. We conducted this process over a hundred trials. During each iteration, we
determined the LDA subspace based on the training set and subsequently projected the
validation samples onto this subspace.

After reducing the dataset to three dimensions, we employed six distinct classifiers for
to determine the most effective learning algorithm. It’s worth noting that, in each trial, we
projected the test set onto its respective LDA instance. The experimented classifiers included
Logistic Regression (LR), Support Vector Machine (SVM), K-Nearest Neighbors (KNN),
Gaussian Naïve Bayes (NB), Extra Tree (ET), and the Multi-Layer Perceptron (MLP). The
achieved accuracies are presented in Fig. 4, with the highest value obtained by the logistic
regression classifier highlighted with a red star. Importantly, the dataset used for this figure
pertains to between-hemispheres connectivity.

To assess the robustness of the proposed method, we tested it on multiple datasets: brain
connectivity within the left hemisphere data, brain connectivity within the right hemisphere
dataset, and brain connectivity between hemispheres dataset. Additionally, we conducted a
comparison with PCA+LDA. The results obtained using the logistic regression classifier are
presented in Fig. 5.

Fig. 3 Variation in accuracies using logistic regression classifier with multiple sets of top-k highest-ranked
features selected by the SelectKBest Python module based on F-statistics ANOVA test
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Fig. 4 A comparison of accuracies: PCA+LDA vs. pearson correlation+LDA feature selection approaches
with Logistic Regression (LR), Support Vector Machine (SVM), K-Nearest Neighbors (KNN), Gaussian
Naïve Bayes (NB), Extra Tree (ET), and Multi-Layer Perceptron (MLP) Classifiers

4.1 Comparison with other methods

To the best of our knowledge, the use of Diffusion-weighted imaging (DWI) for a 4-way
disease diagnosis has not been definitively established. Furthermore, a notable deficiency in
research about the discrimination of all four classes of Alzheimer’s has also been observed. A
review of prior research [4, 12, 25] reveals a common tendency to dissect multiclass diagnosis
into binary classification cases. This approachmay compromise the reliability and robustness
of proposed methods in clinical assessments. Therefore, we conducted experiments to com-
pare the performance of our proposed method with state-of-the-art techniques, regardless

Fig. 5 An evaluation of accuracies: proposed method vs. original method on three datasets (left hemisphere,
right hemisphere, and between hemispheres) using logistic regression classifier
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Table 2 Comparison of classification performances with five pertaining studies conducted among the ADNI
dataset for 4-way classification

Multiclass performances Accuracy (%) F1-score (%) Sensitivity (%) Specificity (%)

Ruiz et al. [29] 3D DenseNets
Ensemble (4-way)

83.33% _ _ _

Ghazal TM, Issa G [30]
MRI+Transfer learning (4-way)

91.7% 93.7% 96% _

Yao et al. [26]
MRI+freesurfer5.3 + Ensemble
methods (4-way)

_ 54,38% 55.25% _

Liu et al. [21] MRI and PET
+ SAE-ZEROMASK + Deep
Learning (4-way)

53.79 ± 4.76% _ 52.14 ± 11.81

Lin et al. [14] Mmltimodal data
+ LDA + ELM (4-way)

57.3± 0.9% 55.7± 1% _ _

The proposed method (4-way) 65.98±1.81% 65.99±1.89% 66.03±1.86% 66.06±1.85%

of the used imaging modality. Table 2 provides an overview of the performance recorded
in various relevant studies conducted within the ADNI dataset, with a focus on multiclass
differentiation.

A careful examination of the results presented in Table 2 reveals that our proposed method
has consistently achieved the highest levels of performance, outperforming traditional clas-
sification algorithms [21, 26, 27] It is worth noting that machine learning-based approaches
[28–30] have demonstrated superior accuracy in the context of multiclass classification.
However, we maintain that our method remains both competitive and promising, especially
in terms of its predictive accuracy for the LMCI class. This holds significant implications for
enabling earlier diagnoses in clinical settings, where timely intervention can yield substantial
benefits.

4.2 Discussion

The observation of the results presented in Fig. 4 reveals that when utilizing the between-
hemisphere dataset, the proposed feature selection and dimensionality reduction method
significantly enhances accuracy compared to the PCA + LDAmethod, regardless of the clas-
sifier employed. Notably, when employing the Pearson correlation + LDAmethod for feature
selection and dimensionality reduction, it becomes evident that the accuracies achieved by
Logistic Regression (LR), Support VectorMachine (SVM), Gaussian Naïve Bayes (NB), and
theMulti-Layer Perceptron (MLP) far surpass those attained byK-Nearest Neighbors (KNN)
and Extra Tree (ET), which generally do not exceed 60%. This difference in performance can
be attributed to the strength of Pearson correlation in detecting linear relationships between
features and the target variable. When Pearson correlation is coupled with the effective lin-
ear separability offered by LDA, especially when used alongside linear classifiers such as
Logistic Regression (LR), Support Vector Machine (SVM) with linear kernels, and Gaussian
Naïve Bayes (NB), the resulting enhancement in accuracy becomes apparent.

In contrast, when comparingwithK-Nearest Neighbors (KNN) and Extra Trees (ET), both
of which are adept at modeling nonlinear relationships in data, the linear classifiers prove to
be more effective in this specific context.
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From Fig. 5, it becomes evident that the proposed method significantly enhances LDA
results across various datasets. To assess the reliability of the mean differences between
the compared approaches, we conducted an independent samples t-test. A p-value less than
0.05 is considered statistically significant, leading to the rejection of the null hypothesis of
equal means and indicating robustness and reliability. The results are presented in Fig. 6,
where it is apparent that the proposed approach exhibits significant improvements in terms of
accuracy, precision, sensitivity, F1_score, and specificity when compared to the commonly
used original method.

Importantly, from the same figure, we observe that the connectivity between hemispheres’
nodes has proven to be effective for multi-class prediction This raises the question of whether
it can be considered a potential biomarker for disease diagnosis. To delve deeper into this, we
conducted a statistical test to examine potential relationships among various disease classes
and specific datasets. The results of this analysis are displayed in Fig. 7.

Upon visual inspection, it becomes apparent that, except for the EMCI class, there is
already a statistically significant difference, indicating the effectiveness of discrimination
among various disease stages based on the connections between hemispheres (B.H) when
compared to those within the left (L.H) and the right (R.H) hemispheres. The lack of signifi-
cance (p−value>0.05), as revealed when comparing the provided accuracy based on R.H vs.
B.H for the diagnosis of the early-stage EMCI, suggests that changes have likely occurred
earlier within the right hemisphere.

Concerning the comparison of left vs. right hemisphere performance, a highly significant
difference (p-value≤ 1.00e−04) is observed between the CN and EMCI cohorts. In contrast,
no significant difference has been found concerning the LMCI andAD classes. Consequently,
in alignment with the findings from a region-of-interest volumetry-based anatomical study
[4], we conclude that there is a notable association between changes in brain connectivity
within the left hemisphere and disease progression.

Significantly, the dataset depicting the connections between hemispheres’ nodes played
a crucial role in diagnosing the LMCI class, where an impressive accuracy of 100% was
attained. This underscores the substantial contribution of our work to this field.

Fig. 6 Assessing the Robustness and Reliability of the Proposed Approach: A Paired t-Test Between PCA +
LDA and Pearson Correlation + LDA in Evaluating Accuracy, Precision, Sensitivity, F1 Score, and Specificity
Performances where; ns: no significance p-value ≤ 1.00 e00, *: 1.00 e−02 < p−value ≤ 5.00e−02, **: 1.00
e−03 < p−value≤ 1.00e−02,***: 1.00 e−04 < p−value≤ 1.00e−03
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Fig. 7 Registered accuracies for each class CN, EMCI, LMCI, and AD, along with statistical significance in
three-sample t-tests between left, right, and between hemispheres feature groups where; ns: no significance
p-value ≤ 1.00 e00, *: 1.00 e−02 < p−value ≤ 5.00e−02, **: 1.00 e−03 < p−value≤ 1.00e−02,***: 1.00
e−04 < p−value≤ 1.00e−03

Despite the undeniable role played by the proposed approach in improving LDA results,
the achieved results are still considered limited. Several factors contribute to these limitations.

One key limitation is related to the sensitivity of Pearson correlation coefficients to outliers
or extreme values in the data. When extreme values are present, they can unduly influence
the correlation coefficient and potentially lead to inaccurate feature selection. While we
attempted to address this drawback through outlier detection, our efforts were constrained
by the small dataset size.

Additionally, the relatively small dataset presents challenges for the generalization of
the model. The limited amount of data may restrict the model’s ability to perform well on
unseen examples. The absence of external validation data further limits the model’s capacity
to generalize effectively. These limitations have a noticeable impact on both precision and
recall, ultimately affecting the F1 score.

Furthermore, the preprocessing steps required for diffusion-weighted images to create
the connectome are exceptionally time-consuming. This time-intensive process hinders our
ability to enrich the dataset with a larger volume of data, which is often beneficial for deep
learning methods. Consequently, the feasibility of employing deep learning techniques is
constrained by the dataset’s size and the time required for preprocessing.

5 Conclusion

In this paper,we present a novel approach for diagnosingAlzheimer’s disease using theLinear
Discriminant Analysis (LDA) method within a 4-way classification framework. Our method
integrates Pearson’s correlation coefficient and empirical cumulative distribution function
to perform feature selection and dimensionality reduction. The selection of an appropriate
percentile is crucial to ensure the non-singularity of the within-class variance matrix. To
evaluate the model’s performance robustly, we employ repeated five-fold cross-validation.
This approach allows us to compute 3D-LDA features and train multiple classifiers, ensuring
that the model performs effectively on various subsets of the data while avoiding overfitting
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of the training data, thereby enhancing its credibility for clinical trials. Experimental results
demonstrate that our proposed method outperforms the traditional PCA+LDA approach,
despite the use of smaller datasets.While ourmethod achieves slightly lower average accuracy
compared to machine learning methods employing extensive datasets, it remains promising
for multi-class diagnosis. Importantly, our approach is not limited to Alzheimer’s disease
diagnosis and can be applied to various multi-class classification scenarios. Furthermore, our
work highlights the potential of interhemispheric node connectivity as a valuable biomarker
for Alzheimer’s disease diagnosis.
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